Probabilistic Analysis of Pareto Front Approximation for a Hybrid Multi-objective Bayesian Estimation of Distribution Algorithm
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Abstract—Metaheuristics that explore the decision variables space to construct probabilistic modeling from promising solutions, like estimation of distribution algorithms (EDAs), are becoming very popular in the context of Multi-objective Evolutionary Algorithms (MOEAs). The probabilistic model used in EDAs captures certain statistics of problem variables and their interdependencies. Moreover, the incorporation of local search methods tends to achieve synergy of MOEAs’ operators and local heuristics aiming to improve the performance. In this work, we aim to scrutinize the probabilistic graphic model (PGM) presented in Hybrid Multi-objective Bayesian Estimation of Distribution Algorithm (HMOBEDA), which is based on a Bayesian network. Different from traditional EDA-based approaches, the PGM of HMOBEDA provides the joint probability of decision variables, objectives, and configuration parameters of an embedded local search. HMOBEDA has shown to be very competitive on instances of Multi-Objective Knapsack Problem (MOKP), outperforming state-of-the-art approaches. Two variants of HMOBEDA are proposed in this paper using different sample methods. We aim to compare the learnt structure in terms of the probabilistic Pareto Front approximation produced at the end of evolution. Results on instances of MOKP with 2 to 8 objectives show that both proposed variants outperform the original approach, providing not only the best values for hypervolume and inverted generational distance indicators, but also a higher diversity in the solution set.
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I. INTRODUCTION

A large number of metaheuristics have been developed for efficiently solving multi-objective optimization problems (MOPs). These problems contain two or more, usually conflicting, objectives. This means, optimizing one objective does not necessarily optimize the others. Because of the objectives trade-off, a set called Pareto-optimal is formed by compromise solutions. Different approaches have been proposed to approximate the Pareto-optimal front (its corresponding objectives) in various scenarios [1].

Multi-objective evolutionary algorithms (MOEAs) are classical examples of these approaches. They have achieved good results in MOPs as they search multiple solutions in parallel with some advantages when compared with math programming-based approaches. Estimation of distribution algorithms (EDAs) are a class of EAs that explore the search space by building a probabilistic model from a set with the current best candidate solutions [2]. Since new solutions are sampled from the probabilistic model, the evolution is guided toward more promising areas of the search space.

Probabilistic Graphical Models (PGM) [3] combining graph and the probability theory have been adopted to improve EDAs performance [2]. EDAs developed to solve multi-objective problems [4] are usually called Multi-objective Estimation of Distribution Algorithm (MOEDA) and most of those developed to deal with combinatorial MOPs adopt Bayesian Networks as their PGM. However, recently the role of the probabilistic model has been extended to model the dependencies between variables and objectives [4]. In addition, MOEDAs can be notably enhanced by adding a local optimizer that can refine the solutions found by sampling from the PGM [5], [6].

Therefore, in this paper we investigate the approach presented in [7], called Hybrid Multi-objective Bayesian Estimation of Distribution Algorithm (HMOBEDA), which is based on a joint probabilistic modeling of decision variables, objectives, and parameters of the local optimizers. Some recent MOEDA-based approaches model a joint distribution of variables and objectives in order to explore their relationship, which means investigating how objectives influence variables and vice versa. However, HMOBEDA also includes a Local Search (LS) parameter tuning in the same model, which, according to the authors, turns possible to the PGM sampling appropriate LS parameters for different configurations of decision variables and objective values. Since providing relationships among solution variables is one of the advantages of using EDA, differently from [7], this work aims to scrutinize information present in the final PGM. The main objective here is to explore, from a probabilistic point of view, the approximated Pareto-front using the final PGM structure. Two variants of HMOBEDA that use different sampling techniques are then proposed in this paper based on the weaknesses detected in this probabilistic analysis.

In [7], the embedded PGM is evaluated on the Multi-objective Knapsack Problem (MOKP) - the multi-objective version of the well known knapsack problem, which has been recently explored in other works in the literature [8], [9].
particular, MOEDAs that use different types of probabilistic models have already been applied to MOKP [5], [6], especially those based on Bayesian Networks (BN) [10]. However, these works do not consider the objectives and parameters structured all together in the same BN, as was proposed in HMOBEDA. Therefore, HMOBEDA was chosen to be investigated in this work using the same instances of MOKP addressed in [7].

II. BACKGROUND

One of the most general probabilistic models for discrete variables used in EDAs and MOEDAs is the Bayesian Network [3], and we briefly describe it in the next section.

A Bayesian Network (BN) is a probabilistic model which topology structure is a directed acyclic graph (DAG) whose nodes represent variables and edges express the probabilistic dependency relationship between them [11]. Let us assume \( \mathbf{Y} = (Y_1, \ldots, Y_M) \) as a vector of random variables, where \( y_m \) is a value of the \( m \)-th component (\( Y_m \)) of the vector \( \mathbf{Y} \). The set of conditional dependencies of all variables in \( \mathbf{Y} \) is described by the DAG structure \( \mathcal{B} \). \( \mathbf{Pa}_m^B \) represents the set of parents of the variable \( Y_m \) given by \( \mathcal{B} \), and the set of local parameters \( \Theta \) contains, for each variable, the conditional probability distribution of its values given different value settings for its parents, according to structure \( \mathcal{B} \).

Therefore, a Bayesian network encodes a factorization for the probability mass function (pmf) as follows:

\[
p(\mathbf{y}) = p(y_1, y_2, \ldots, y_M) = \prod_{m=1}^M p(y_m | \mathbf{pa}_m^B) \tag{1}
\]

In discrete domains, we can assume that \( Y_m \) has \( s_m \) possible values, \( y_{m1}, \ldots, y_{m s_m} \), therefore the particular conditional probability, \( p(y_m | \mathbf{pa}_m^B) \), can be defined as:

\[
p(y_m^k | \mathbf{pa}_m^B) = \theta_{y_m^k | \mathbf{pa}_m^B} = \theta_{mjk} \tag{2}
\]

where \( \mathbf{pa}_m^B \in \{\mathbf{pa}_1^B, \ldots, \mathbf{pa}_M^B\} \) denotes a particular combination of values for \( \mathbf{Pa}_m^B \) and \( t_m \) is the total number of different possible instantiations of the parent variables of \( Y_m \) given by \( t_m = \prod_{s \in \mathbf{Pa}_m^B} s_v \), where \( s_v \) is the total of possible values (states) that \( Y_v \) can assume. The parameter \( \theta_{mjk} \) represents the conditional probability that variable \( Y_m \) takes its \( k \)-th value (\( y_{m k} \)), knowing that its parent variables have taken their \( j \)-th combination of values (\( \mathbf{pa}_m^B \)). This way, the parameter set is given by \( \Theta = \{\theta_{11}, \ldots, \theta_{1 m}, \ldots, \theta_{M M}\} \), where \( \theta_{m} = (\theta_{m 11}, \ldots, \theta_{m j k}, \ldots, \theta_{m t_m, s_m}) \).

BN’s are often used for modeling multinomial data with discrete variables [11] generating new solutions using the particular conditional probability described in Equation (2) (direct sampling method).

Generally, the parameters in the whole set \( \Theta \) are unknown, and their estimation process is based on the current data \( \mathbf{Pop} \) with \( N \) observations (instantiations) of \( \mathbf{Y} \).

There are two approaches to estimate each \( \theta_{mjk} \) parameter: Maximum Likelihood Estimate (MLE) and Bayesian Estimate.

With MLE, we expect to find a vector in \( \Theta \) that maximizes the likelihood. We can denote this vector as \( \hat{\theta} \). In MLE, each \( \hat{\theta} \in \Theta \) is a point estimation, not a random variable. Therefore, MLE does not consider any priori information, and the estimation is calculated according to \( \hat{\theta}_{mjk} = \frac{N_{mjk}}{N_{mj}} \), where \( \theta_{mjk} \) is the MLE estimated parameter for \( \theta_{mjk} \), \( N_{mjk} \) is the number of observations in \( \mathbf{Pop} \) for which \( Y_m \) assumes the \( k \)-th value given the \( j \)-th combination of values from its parents and \( N_{mj} = \{N_{m1}, \ldots, N_{m s_m}\} \).

Regarding to Bayesian estimation, it calculates the posterior distribution \( p(\theta | \mathbf{Pop}, \mathcal{B}) \) considering a priori information \( p(\theta | \mathcal{B}) \). In practice, it is useful to require that the prior for each factor is a conjugate prior. For example, Dirichlet priors are conjugate priors for multinomial factors.

The expected value \( \mathbb{E}(\theta_{mjk} | N_{mj}, \mathcal{B}) \) of \( \theta_{mjk} \), shown in Equation (3), considering the Dirichlet distribution with hyperparameters \( \alpha_{mjk} \) values as 1:

\[
\hat{\theta}_{mjk} = (1 + N_{mjk})/(s_m + N_{mj}) \tag{3}
\]

There are three main approaches to learn BN structures: score-based learning, constraint-based learning, and hybrid methods. Score-based learning methods evaluate the quality of BN structures using a scoring function, like Bayesian Dirichlet (BD)-metric [12], and selects the best one.

Most of the developed structure learning algorithms fall into the score-based approaches. Combining the statistical data from a given data set with prior knowledge about the problem, Equation (4) defines the BD-metric considered in [12].

\[
p(\mathbf{B} | \mathbf{Pop}) = p(\mathcal{B}) \prod_{m=1}^M \prod_{j=1}^{s_m} \frac{\Gamma(\alpha_{m j})}{\Gamma(\alpha_{m j} + N_{mj})} \prod_{k=1}^{s_{m}} \frac{\Gamma(\alpha_{m j k} + N_{m j k})}{\Gamma(\alpha_{m j k})} \tag{4}
\]

where \( p(\mathcal{B}) \) is the prior factor of quality information of the network \( \mathcal{B} \) and the parameter \( \alpha_{mjk} \) stands for prior information about the number of instances that have \( Y_m \) set to its \( k \)-th value and the set of parents of \( Y_m \) is instantiated to its \( j \)-th combination. The product on \( j \in \{1, \ldots, t_m\} \) runs over all combinations of the parents of \( Y_m \) and the product on \( k \in \{1, \ldots, s_m\} \) runs over all possible values of \( Y_m \).

If there is no prior information for \( \mathcal{B} \), \( p(\mathcal{B}) \) is considered a uniform probability distribution and generally its value is set to 1, such as parameters \( \alpha_{mjk} \), providing the so-called K2 metric [13] as shown in Equation (5).

\[
p(\mathbf{B} | \mathbf{Pop}) = p(\mathcal{B}) \prod_{m=1}^M \prod_{j=1}^{s_m} \frac{(s_m - 1)!}{(N_{m j} + s_m - 1)!} \prod_{k=1}^{s_{m}} (N_{m j k})! \tag{5}
\]

Using the logarithm of the scoring metric prevents factorials in Equation (5) to grow up in an uncontrolled way. The logarithmic version of Equation (5) is the one considered in this paper.

To find the network structure that maximizes the scoring metric, we use the K2 algorithm. It is a greedy local search technique that applies the K2 metric. Initially it assumes that a node, in a (pre-defined) ordered list, does not have any parent, then at each step it gradually adds the edges that increase the scoring metric the most, until no edge increases the metric anymore.
III. HMOBEDA VERSIONS

HMOBEDA is a hybrid EDA approach introduced in [7]. The term hybrid concerns a local search (LS) mechanism included into the EDA framework to improve its performance. This way, LS can be combined with sorting and selection techniques usually adopted in MOEAs and also be configured with suitable parameters during the search. The general scheme of the HMOBEDA is presented in Figure 1.

As can be noticed, HMOBEDA uses a probabilistic model (based on BN) of objectives, variables and local search parameters to sample new individuals. Every solution is thus represented by a joint vector with \( Q + R + L \) elements, \( y = (x, z, p) = (X_1, ..., X_Q, Z_1, ..., Z_R, P_1, ..., P_L) \), denoting the decision variables \((X_1, ..., X_Q)\), objectives \((Z_1, ..., Z_R)\) and LS parameters \((P_1, ..., P_L)\).

The main characteristic of the original HMOBEDA introduced in [7] is that it uses an estimation of the ideal point \( Z^* \) to guide the search. This is achieved by fixing discretized values of \( Z^* \) achieved so far, as evidences in the root nodes of the BN structure (i.e., in nodes \( Z_1, ..., Z_R \) of Figure 1) during probabilistic logic sampling. In this paper, we are proposing two variants of HMOBEDA named HMOBEDA_{EXT} and HMOBEDA_{CPT} which represent different possibilities to guide the search. Roughly speaking, HMOBEDA_{CPT} uses the priori probabilities of \( Z_1, ..., Z_R \) described in the Conditional Probability Table (CPT) to draw and further fix their evidences; and HMOBEDA_{EXT} besides also considering \( Z^* \) like the original version, it includes the extremes points of the approximated Pareto-front as candidates for the evidences in the root nodes.

In what follows, we describe the main steps performed by the three versions of the HMOBEDA considered in this paper. At the first iteration, solutions are randomly generated in the Initialization process and the corresponding objectives are calculated based on the objective functions of the addressed problem. A Local Search based on Hill Climbing procedure [14]) generates a neighbor for each solution, calculates its fitness and updates the solution in case the neighbor has a better fitness.

In order to select a total of \( N_{PGM} \) individuals from the current population, the Non-dominated Sorting [15] technique is applied. The Selection procedure randomly selects two solutions and the one positioned in the best front is chosen. If they lie in the same front, it chooses that solution with the greatest Crowding Distance [16].

Aiming to encode the joint probabilistic distribution of decision variables, objectives and LS parameters, the PGM Learning procedure estimates the BN structure and parameters based on the pre-selected population. In other words, they are estimated based on the K2 algorithm running over a set of \( N_{PGM} \) best individuals each one composed of \( Q \) decision variables, \( R \) objectives and \( L \) local search parameters, i.e. \( Y = (Y_1, ..., Y_M) = (Z_1, ..., Z_R, X_1, ..., X_Q, P_1, ..., P_L) \). This way the BN structure encodes a factorization of the joint probability distributions or the probability mass function (pmf) given by:

\[
p(y) = \prod_{r=1}^{R} p(z_r | p_a^B_r) \prod_{q=1}^{Q} p(x_q | p_a^B_q) \prod_{l=1}^{L} p(p_l | p_a^B_l)
\]

where \( p_a^B_r \), \( p_a^B_q \) and \( p_a^B_l \) represent combinations of values for the parents of objective, decision variable and LS parameter nodes respectively, with \( p_a^B_r = \emptyset \), \( p_a^B_q \subseteq \{Z_1, ..., Z_R\} \) and \( p_a^B_l \subseteq \{P_1, ..., P_L\} \).

New \( N_{smp} \) individuals are generated from this joint probability distribution using probabilistic logic sampling, in the Sampling block. As previously discussed, the main difference between the two proposed approaches and the original version of HMOBEDA described in [7] concerns the Sampling block. HMOBEDA considers evidences fixed as maximum values for all objectives (i.e. the ideal point \( Z^* \)). HMOBEDA_{CPT} considers evidences fixed according to the parameters and probabilities estimated to compose the CPT. And finally, HMOBEDA_{EXT} considers evidences fixed as combinations (all of them with the same probability of occurrence) of maximum and minimum values for the objectives, i.e., the ideal point \( Z^* \) plus the estimated extreme points of the current approximation of the Pareto Front. These values are uniformly distributed according the number of objectives in each generation (excluding the combination with minimum values for all objectives).

The main advantage of using the HMOBEDA framework, is that not only decision variables, but also LS parameters can be obtained through the Sampling block. Therefore, after sampling decision variables \((X_1, ..., X_Q)\), the LS parameters \((P_1, ..., P_L)\) more related to the objectives fixed as evidences can be drawn for each new individual. Finally, objectives \((Z_1, ..., Z_R)\) are calculated based on the fitness function (in the case of surrogate assisted approaches, PGM can be also used to sample the objective values) or least squares method can provide objective value approximations.

After the union of the sampled population and the current population, a truncation selection using the Non-dominated Sorting [15] is applied to select the best solutions, creating the new population for the next generation. The main loop continues until the stop condition is achieved.

IV. EXPERIMENTS AND RESULTS

We compare the original version of HMOBEDA with the two proposed variants through the hypervolume and inverted generational distance (IGD) indicators, which are usually adopted for measuring the quality of the optimal solution.
The Hypervolume (HV) considered here measures the difference between the hypervolume achieved by the solution set of an algorithm and that of the reference set [18]. The IGD measures the average distance from each solution in the reference set to the nearest solution in the solution set [19]. Therefore, smaller values of HV and IGD correspond to higher quality solutions in non-dominated sets indicating both better convergence and good coverage of the reference set. We use PISA framework [20] to compute HV and Matlab to compute IGD.

All the comparisons are made considering the multi-objective knapsack problem that can be formulated as follows:

\[
\begin{align*}
\max & \ z(x) = (z_1(x), \ldots, z_R(x)) \\
\text{subject to} & \quad \sum_{q=1}^{Q} b_{rq} x_q \leq c_r, \ r = 1, \ldots, R \\
& \quad \text{with } z_r(x) = \sum_{q=1}^{Q} a_{rq} x_q, \ x \in \{0, 1\}^Q
\end{align*}
\]

where, \(a_{rq}\) is the profit of item \(q\) according to knapsack \(r\), \(b_{rq}\) denotes the weight of item \(q\) according to knapsack \(r\), and \(c_r\) is the constraint capacity of knapsack \(r\), given a total of \(R\) objective functions (knapsacks) and \(Q\) items. The decision variables are represented by \(x\), a \(Q\)-dimension binary vector, such that if \(q\) is selected to be in \(r\)-th knapsack then \(x_q = 1\).

In the conducted experiments, \(a_{rq}\) and \(b_{rq}\) are specified as integers in the interval \([10, 100]\). The capacity \(c_r\) is defined as 50% of the sum of all weights related to each knapsack \(r\) as in [18]. The set of instances (characterized as \(R\)-Q) is the union of those considered in [8], [9], [18]. We use thus instances for 100 and 250 items, with 2 to 5 and 8 objectives.

If an infeasible solution is generated, we apply the same greedy repair method used in [18], [7]. This method repairs a solution by removing items in an ascending order of the relation profit/weight until the constraints are satisfied.

As in [7], we estimate the parameters through Bayesian Estimate, using the Dirichlet prior, and we adopt K2 metric as score-based technique, although any other method could be used as well. The K2 algorithm is used here by setting parent nodes as objectives in the network.

Aiming to facilitate the sampling process, in the experiments, learned structures do not consider any relation between variables, between parameters and between variables and parameters. Therefore, fixing objective values as target evidences enables the estimation of their associated decision variables and LS parameters.

In this section, we compare the original HMOBEDA with two modified versions: HMOBEDA\(_{CPT}\) and HMOBEDA\(_{EXT}\). As discussed in Section III, the differences among them are mainly in the sampling step. Based on the assumptions of each variant, we aim to investigate how the evidences may influence the distribution of non-dominated solutions along the approximated Pareto front. In addition to HV and IGD indicators, this paper aims to evaluate the quality of the final approximation of the Pareto front through the analysis of the final achieved PGM. This way, we want to explore one of the main advantages of using EDA: the possibility of scrutinizing its probabilistic model which encompasses relationship among variables.

The parameters for all the HMOBEDA versions considered in this section are: population size \((N = 100)\), number of selected individuals for PGM building \(N_{PGM} = N/2\), Number of sampled individuals \(N_{samp} = 10N\). The stop condition is based on the maximum number of fitness evaluations \((Max_{eval} = 100, 000)\), which includes repair procedures and LS-iterations.

The optimal Pareto front for each instance of the addressed problem is not known. Therefore, we use a reference set which is constructed by gathering all non-dominated solutions from all the approaches addressed in [7] plus the ones obtained by the three HMOBEDA versions over all executions.

### A. Results and discussions

In order to analyze the final Approximated Pareto Front achieved by each HMOBEDA version taking into account the information available in the final PGM, we calculate the pmf \(P(y)\), defined by Equation (6), for each solution from the final set (dominated and non-dominated solutions) achieved at the end of each execution. After that, the mean of pmf values along all executions is obtained for further calculating the marginal distribution \(P(Z_1 = z_1, \ldots, Z_R = z_R)\). The probabilistic view of the Pareto set is defined by gathering all non-dominated solutions obtained over all 20 executions. Each non-dominated solution is represented by a circle, which is proportional to the corresponding marginal probability \(P(Z_1 = z_1, \ldots, Z_R = z_R)\).

Figure 2 presents the analysis of the approximated Pareto front for 2-100 instance considering the probabilistic information available through the PGM. We can observe that for HMOBEDA the solutions with high probabilities are concentrated on a special region of Pareto front (around the ideal point). However, in HMOBEDA\(_{EXT}\) some solutions are well distributed along the entire front, with extreme points presenting higher probabilities values than HMOBEDA and HMOBEDA\(_{CPT}\).

![Fig. 2: A probabilistic view of the approximated Pareto front for 2 objectives.](image)

Figure 3a illustrates the Euclidean distance between each solution and the ideal point, calculated for 2-100 instance, gathering all non-dominated solutions obtained over all 20 executions. We note that HMOBEDA presents the smoother distance fluctuation. This observation, associated with the analysis of Figure 2 and IGD values in Table I, shows that HMOBEDA provides an approximation of the Pareto Front with a slightly higher concentration around the ideal point.
Besides, Figure 3a shows that HMOBEDA\textsubscript{EXT} provides more non-dominated solutions (points) along the curve. Finally, we can conclude that solutions present different probabilities values along the Pareto front, concentrated around the ideal point, as also notable in Figure 2.

![Fig. 3: The Euclidean distance between each solution and the ideal point for (a) 2 objectives and (b) 8 objectives.](image)

Another example can be seen in Figure 3b for 8-100 instance, gathering all non-dominated solutions obtained over all 20 executions. In this case, since it is not possible to visualize the Pareto Front, the Euclidean distance between each solution and the ideal point is calculated.

We note, in Figure 3b, that the solutions present similar probabilities values since there is no larger points plotted in the Pareto front. This happens because, differently from the bi-objective case, as the number of objectives increases, solutions with exactly the same discretized objective values are much less frequent, which results in small differences between the pmf and the marginal distribution $P(Z_1 = z_1, ..., Z_R = z_R)$.

Now, similarly to the bi-objective case, HMOBEDA\textsubscript{EXT} and HMOBEDA\textsubscript{CPT} produce solutions with a higher diversity and smaller mean distances from ideal point. Some solutions might be closer to the ideal point (e.g. the knee of the approximated Pareto front) but other can be far away (the extremes of the curve). HMOBEDA, on the other hand, produces solutions at a narrower distance deviation of the ideal point.

With these experiments, we can conclude that, examining BN structures according to the marginal distribution of the corresponding objectives values taken over all the algorithm executions, enables the analysis of the influence of fixing evidences in the HMOBEDA approach. According to the results we could note that fixing evidences along the evolutionary process can guide the search through specific regions of the Pareto front, providing higher/lower convergence and diversity. HMOBEDA has fixed the highest values for objectives as evidences in the network, its solutions are not well distributed around the ideal point. On the other hand, when the evidences are uniformly distributed between ideal and extreme points (i.e. equally probable combinations with high and low objectives values), the solutions are more distributed along the front, as depicted in Figure 2 through the red points.

Table I shows the hypervolume difference (HV$^-$) and IGD metric, both averaged over 20 executions of each HMOBEDA version including the traditional approaches addressed in [7]: MBN-EDA [4], NSGA-II [16], S-MOGLS (NSGA-II with local search) [21], MOEA/D [22], and NSGA-III [23]. The lowest values are highlighted in bold and results with no statistically significant differences in comparison with the best values are emphasized in light blue, using Kruskal-Wallis and Dunn-Sidak post-hoc tests with a significance level of $\alpha = 5\%$.

Although Table I shows that there is no statistically significant differences between HMOBEDA, HMOBEDA\textsubscript{CPT}, HMOBEDA\textsubscript{EXT}, NSGA-III and MOEA/D regarding HV$^-$ indicator for the 2-100, 3-100 and 3-250 instances, there are statistically significant differences regarding the IGD metric for the 5-100, 5-250, 8-100 and 8-250 instances. Besides, HMOBEDA\textsubscript{EXT} and HMOBEDA\textsubscript{CPT} present better results than HMOBEDA for 5-100, 5-250, 8-100 and 8-250 instances, with some advantage for HMOBEDA\textsubscript{EXT}, which also presents the lowest values in comparison with all other traditional approaches.

The run times range from approximately 3 minutes (instance 2-100) to 66 minutes (instance 8-250) for the three HMOBEDA versions.

V. CONCLUSION

In this paper we have compared three different versions of a hybrid EDA named Hybrid Multi-objective Bayesian Estimation of Distribution Algorithm (HMOBEDA) in the context multi-objective combinatorial optimization. The main issues investigated in this paper concern the analysis of the final PGM structure, how it can represent the interdependencies between variables, objectives and parameters, and how fixing evidences during the evolution can influence both convergence and diversity along the approximated Pareto front.

We have evaluated the quality of the final Pareto front approximations of HMOBEDA, HMOBEDA\textsubscript{CPT} and HMOBEDA\textsubscript{EXT} through the analysis of the final achieved PGM for instances of the multi-objective knapsack problem. We aimed to explore one of the main advantages of using EDA: the possibility of scrutinizing its probabilistic model which encompasses relationship among variables.

In addition to the analysis of the final achieved PGM, this paper evaluated the performance of HMOBEDA versions in comparison with traditional approaches considering two metrics: Hypervolume (HV$^-$) and Inverted Generational Distance (IGD). Based on the experiments with the MOKP instances addressed in this paper, we can conclude that HMOBEDA versions present the best values for both HV$^-$ and IGD indicators, specially when the number of objectives and variables increase, in comparison with all other traditional approaches. Besides, the final PGM is a powerful model providing useful information that can be explored at the end or during evolution. Moreover, we concluded that uniformly distributing the evidences among ideal and extreme points of the Pareto front (EXT version) in the sample process is beneficial for HMOBEDA.

In the future, other learning structure techniques should be examined, such as constraint-based and hybrid approaches for example. These new approaches will be investigated with more
than eight objectives and with other problems. Additionally, another interesting research direction is the application of other types of PGM that can learn and explore dependencies between variables, objectives and automatically control the application of local search operators.
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