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Sobre
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About

This is a chapter of my Ph.D. thesis entitled “A Multi-Strategy Theorem Prover”. This Computer Science thesis was defended on January 30th, 2007 at the Institute of Mathematics and Statistics (IME) of the University of São Paulo (USP). My advisor was Prof. Dr. Marcelo Finger. Thesis full text is available at

http://www.teses.usp.br/teses/disponiveis/45/45134/tde-04052007-175943/. Only the first chapter was written in Portuguese. All the following appendices were written in English.
Apêndice C

KEMS Design and Implementation

In this appendix we will discuss KEMS design and implementation. We first present tableau provers and the basic ideas behind KEMS, a multi-strategy tableau prover. Then we show some extensions to the KE methods discussed in Appendix B that were motivated by implementation issues. After that we present a brief description of the system, discussing its architecture and showing some class diagrams. Finally we briefly discuss each of the implemented KEMS strategies.

C.1 Tableau Provers

Theorem provers are computer programs that prove formal theorems, and tableau provers are theorem provers based on tableau methods (see Appendix B). Theorem provers receive a problem as input, where a problem [95] is a list of logic formulas (or, for signed tableau methods, a list of signed formulas) that represents a sequent.

A tableau prover output can be a ‘closed’ or an ‘open’ answer. A ‘closed’ answer means that the refutation of the problem sequent was successful and a closed tableau (see Section C.2.1) was obtained; an ‘open’ means that the sequent refutation failed and an open and completed tableau (see Section C.2.1) was obtained. Some tableau provers, besides this closed-open answer, provide a proof tree and maybe a countermodel. Let us explain this in more detail. The prover uses tableau expansion rules on problem formulas (and on formulas later generated by these rules) to construct a proof tree (also called proof
object). If the prover cannot close a tableau branch, the search for a refutation fails, and the proof tree represents an open tableau from which we can obtain a countermodel for the problem. Otherwise, if the prover closes all tableau branches, the search for a refutation succeeds and no countermodel can be given. The resulting closed tableau is a refutation for the sequent, that is, an object that explains why the sequent is not valid\textsuperscript{1}. Therefore an ‘open’ answer may be accompanied by an open proof tree and a countermodel. And a ‘closed’ answer may be accompanied by a closed proof tree.

In other words, tableau methods can be seen as search procedures for countermodels meeting certain conditions \cite{52}. If we use a tableau prover to search for a model in which a sequent $X$ is false, and we produce a closed tableau, no such model exists, so $X$ must be valid. Tableau methods can be used to generate counter-examples: if we do not produce a closed tableau, then we have a countermodel for $X$.

Many tableau provers for several logics were described in the literature \cite{104}: leanTAP \textsuperscript{4}, leanKE \textsuperscript{96}, linTAP \textsuperscript{73}, LOTREC \textsuperscript{46}, and jTAP \textsuperscript{3}, among others. According to \cite{75}, “tableau and sequent calculi are the basis for most popular interactive theorem provers for hardware and software verification. Yet, when it comes to decision procedures or automatic proof search, tableaux are orders of magnitude slower than Davis-Putnam, SAT based procedures or other techniques based on resolution.” But tableau provers have two advantages over the Resolution method and the DLL procedure. First, they usually do not require conversion to any normal form. Most implementations of Resolution and DLL require problem formulas to be in clausal form. Second, there are tableau systems available for several non-classical logics, while the Resolution method and the DLL procedure are deeply linked to classical logic.

\section*{C.2 \textbf{KEMS—A Multi-Strategy Tableau Prover}}

In this thesis we investigate the construction of \textbf{KEMS}, a KE-based multi-strategy tableau prover. In a multi-strategy theorem prover we can vary the strategy without

\footnote{Many SAT provers, zChaff \textsuperscript{53} for instance, do not give any justification when they found a problem to be unsatisfiable.}
modifying the core of the implementation. Our main objective was to be able to test and compare strategies with respect to the time spent by the proof search and the size of the proof obtained. In KEMS, a strategy will be responsible, among other things, for: (i) choosing the next rule to be applied, (ii) choosing the formula on which to apply the (PB) rule, and (iii) verifying branch closure.

In KEMS, we are able to implement different strategies for the same logical system. Then we use benchmarks to compare the results obtained by these strategies. A secondary objective was to investigate if proof strategies for tableau provers could be well modularized by using object-oriented and aspect-oriented programming.

The first step towards KEMS construction was to study and make some modifications (discussed in [86]) on an object-oriented framework for KE-based provers [38]. The second step was the implementation of a single-strategy KE-based object-oriented prover [85]. After that, we implemented a multi-strategy KE-based object-oriented prover for an extended CPL KE system [89]. In this system, besides using object orientation, we implemented some aspects [43], a new programming construct. Finally, we extended this system to deal with mbC and mCi, two logics of formal inconsistency, and implemented strategies for the three logical systems. Here we describe KEMS design and implementation as well as some related issues.

C.2.1 KE Proof Search Procedure

As KEMS is a KE-based prover, we describe here the proof search procedure for this system. This procedure builds a KE tableau (also called KE proof tree) for a target sequent \( A_1, A_2, \ldots, A_m \vdash B_1, B_2, \ldots, B_n \) (the sequent we want to prove or refute). A sequent is an expression of the form \( \Gamma \vdash \Delta \), where \( \Gamma \) and \( \Delta \) are finite sets of formulas. The symbols \( \bigwedge \Gamma \) and \( \bigvee \Gamma \) stand for, respectively, the conjunction and the disjunction of all formulas in \( \Gamma \). That is, if \( \Gamma = \{A_1, A_2, \ldots, A_n\} \), then \( \bigwedge \Gamma = (A_1 \land (A_2 \land (\ldots \land (A_{n-1} \land A_n)))) \) and \( \bigvee \Gamma = (A_1 \lor (A_2 \lor (\ldots \lor (A_{n-1} \lor A_n)))) \), keeping in mind that \( \land \) and \( \lor \) are left-associative. So, a sequent should be read as “from \( \bigwedge \Gamma \) we can deduce \( \bigvee \Delta \).” A sequent \( \Gamma \vdash \Delta \) is valid when the formula “\( \bigwedge \Gamma \rightarrow \bigvee \Delta \)” is a tautology. A sequent \( \Gamma \vdash \Delta \) is
satisfiable when \( \forall \Gamma \rightarrow \bigvee \Delta \) is satisfiable.

The KE tableau for \( A_1, A_2, \ldots, A_m \vdash B_1, B_2, \ldots, B_n \) is an ordered binary tree whose nodes contain finite sets of signed formulas. The proof search procedure starts by placing the following signed formulas

\[
T A_1, T A_2, \ldots, T A_m, F B_1, F B_2, \ldots, F B_n
\]

in the root node. These formulas represent the falsification of the target sequent.

The proof search proceeds by expanding the tableau. The KE method is an expansion system whose rules for CPL are presented in Figure B.2. An expansion rule \( R \) of type \( \langle n \rangle \), with \( n \geq 1 \), is a computable relation between sets of signed formulas and \( n \)-tuples of sets of signed formulas satisfying the following condition:

\[
R(S_0, (S_1, \ldots, S_n)) \Rightarrow \text{for every truth-set } S, \text{ if } S_0 \subseteq S, \text{ then } S_i \subseteq S \text{ for } 1 \leq i \leq n.
\]

A truth-set or saturated set [29] is a set of signed formulas corresponding to CPL valuations. Given any CPL valuation \( v \), there exists a saturated set \( S_v \) such that, for any formula \( A \), if \( v(A) = 1 \) then \( A \in S_v \). For instance, if \( v \) is a valuation such that \( v(A \land B) = 1 \), then \( S_v = \{ A, B, A \land B \} \) is the truth-set corresponding to \( v \), because of (v1) in Definition B.1.1.

The KE expansion rules define what one can do, not what one must do. That is, at a given time during the construction of the tree one may have several rules that can be applied. To introduce signed formulas in a node, we can apply linear expansion rules that take as premises one or more signed formulas that already appear in that node or in some other node of the same branch. These new signed formulas are obviously logical consequences of the premises. We can always adjoin two nodes as successors of a given node, by applying the (PB) rule, which is a branching rule without premises. We only have to choose the formula to be used in (PB).

The proof search terminates when the tableau is closed or completed. A KE tableau is closed when all its branches are closed. We say that a branch is closed if, for some
formula $X$, $T X$ and $F X$ appear in the same branch, possibly not in the same node. Otherwise it is open. That is, a branch is closed when we arrive at a contradiction and a tableau is closed when we arrive at a contradiction in all branches of the generated tree. If this happens, the sequent we were trying to falsify is valid. Therefore, the resulting KE tableau is a KE-refutation (or proof) of $A_1, A_2, \ldots, A_m \vdash B_1, B_2, \ldots, B_n$.

We say that a signed formula $S A$ was analyzed in a branch $\theta$ when:

- $A$ is an atomic formula or
- $S A$ was used as the main premise in the application of some rule in $\theta$.

A branch is completed when all its signed formulas have been analyzed. A KE tableau is completed when at least one of its branches is completed and open.

When a tableau is completed, the sequent we were trying to falsify is not valid. In the KE systems presented here, as in most (if not all) tableau systems, there is a method for obtaining a counter-model of the target sequent $(A_1, A_2, \ldots, A_m \vdash B_1, B_2, \ldots, B_n)$ from a completed tableau. A counter-model for a sequent is a valuation that assigns true to all formulas in the left side and false to the formulas in the right side. By analyzing any completed open branch\(^2\) it is possible to obtain a valuation such that for $1 \leq i \leq m$, $v(A_i) = 1$ and for $1 \leq j \leq n$, $v(B_j) = 0$.

We define the size of a tableau proof as the sum of the sizes of all its nodes. The size of a node is the sum of the size of all its signed formulas. Besides that, the size of a list of signed formulas is the sum of its components’ sizes. The size of a signed formula $S A$ is defined as the size of $A$. And finally, the size $s(A)$ of a formula $A$ is defined as [51]:

- $s(A) = 1$ if $A$ is a propositional atom;
- $s(\odot A) = 1 + s(A)$, where $A$ is a formula and $\odot$ is a unary connective;
- $s(A \odot B) = 1 + s(A) + s(B)$, where $\odot$ is a binary connective, and $A$ and $B$ are formulas.

\(^2\)A branch is a sequence of nodes that goes from the root branch to a leaf node (a node without successors).
The height of the proof tree and the number of nodes in the tree are other important dimensions for evaluating the efficiency of a proof search procedure. These are defined as usually for trees [26].

**Example C.2.1.** In Figures C.1 and C.2, we present two different proofs of the same sequent: the third instance of the Γ family [12] of problems (see Section D). The Γ₃ problem instance is represented by the following valid sequent:

\[(p_1 \lor q_1), (p_1 \rightarrow (p_2 \lor q_2)), (q_1 \rightarrow (p_2 \lor q_2)), (p_2 \rightarrow (p_3 \lor q_3)), (q_2 \rightarrow (p_3 \lor q_3)),\]

\[(p_3 \rightarrow (p_4 \lor q_4)), (q_3 \rightarrow (p_4 \lor q_4)) \vdash (p_4 \lor q_4)\]

In both proofs, the first step was to include the signed formulas\(^3\) numbered 1 to 8 (representing the falsification of the sequent) in the origin. In Figure C.1, the next step was to apply all linear rules that could be applied. This generated formulas 9 to 12. Then, we had to choose the first formula to apply the (PB) rule. In this case, we would do better by choosing a formula that could be used as an auxiliary premise with one of the five formulas (1-5) that were not yet used as main premises. By choosing the left subformula of 2, the best result is a proof with size 71 and 31 nodes.

In Figure C.2, we used a different strategy. We did not apply all linear rules that could be applied (formula 8 was not expanded), generating only 9 and 10. After that, we chose the left subformula of 4 to apply the (PB) rule, and the result was a proof with size 61 and 25 nodes.

**C.2.2 Extended CPL KE System**

Instead of the original CPL KE system (see Section B.2.2), KEMS implements an extended CPL KE system, which we present here. First let us introduce four symbols to the CPL language (L): ⊤ (called ‘top’), ⊥ (named ‘bottom’), ↔ (called ‘bi-implication’) and ⊕ (named ‘exclusive or’). \(\Sigma^*\) will denote the signature obtained by the addition of

---

\(^3\) From now on we will use the term *s-formula* to refer to signed formulas.
Figure C.1: A CPL KE proof of $\Gamma_3$. 
Figure C.2: A smaller CPL KE proof of $\Gamma_3$. 
these two zeroary (⊤ and ⊥) and two binary (↔ and ⊕) connectives to the original CPL signature (Σ), and Forσ will denote the algebra of formulas for this signature.

The following axioms have to be added to CPL axiomatization (see Section B.1.1) to deal with the new connectives:

(Ax12) \((A \leftrightarrow B) \rightarrow ((A \land B) \lor ((\neg A) \land (\neg B)))\);
(Ax13) \((A \oplus B) \rightarrow ((A \land (\neg B)) \lor ((\neg A) \land B))\);
(Ax14) \(\bot \rightarrow A\);
(Ax15) \(A \rightarrow \top\).

Then we extend CPL-valuations (see Definition B.1.1) by adding the following clauses:

(v5) \(v(A \leftrightarrow B) = 1\) if and only if \(v(A) = v(B)\);
(v6) \(v(A \oplus B) = 1\) if and only if \(v(A) = 1\) and \(v(B) = 0\), or \(v(A) = 0\) and \(v(B) = 1\).
(v7) \(v(\top) = 1\);
(v8) \(v(\bot) = 0\).

Finally, we have to add the rules shown in Figure C.3, Figure C.4 and Figure C.5 to the original set of CPL KE rules (see Figure B.2). We call e-CPL-KE this extended CPL KE system.

\[
\begin{array}{c}
\top \quad (\top) \\
\bot \quad (\bot)
\end{array}
\]

Figure C.3: ‘Top’ and ‘bottom’ KE rules.

C.2.3 Simplification Rules

To obtain a more efficient system, we can add a set of simplification rules \[75\] to the extended CPL KE system. These simplification inference rules do not cause branching and in some cases may even prevent it. They play for tableau methods the same role of unit propagation for DLL and subsumption for resolution. We adapt Massacci’s simplification
Figure C.4: ‘Bi-implication’ KE rules.

Figure C.5: ‘Exclusive or’ KE rules.
rule definition in [75] and define the following schema for KE simplification rules:

\[
\begin{align*}
S_1 \Phi(\Theta(X)) \\
S_2 X \\
S_1 \Phi(\Theta(X)/\text{simpl}(\Theta(X), S_2 X))
\end{align*}
\]

where:

1. \( S_1 \Phi(\Theta(X)) \) is the major premise;

2. \( S_2 X \) is the minor premise;

3. \( S_1 \Phi(\Theta(X)/\text{simpl}(\Theta(X), S_2 X)) \) is the conclusion

and

- \( S_1 \) and \( S_2 \) are signs;
- for any \( Z \), \( \Phi(Z) \) is a formula where \( Z \) appears (one or more times) as a subformula;
- \( \Theta(X) \) is either \( \neg X \) or \( X \odot Y \) or \( Y \odot X \), for any \( X \) and \( Y \), where \( \odot \in \{\land, \lor, \rightarrow, \leftrightarrow, \oplus\} \);
- \( \Phi(\Theta(X)/\text{simpl}(\Theta(X), S_2 X)) \) means that we substitute every occurrence of \( \Theta(X) \) in \( \Phi(\Theta(X)) \) by \( \text{simpl}(\Theta(X), S_2 X) \).

Finally, ‘\( \text{simpl}(F_1, S/F_2) \)’, where \( F_2 \) if a subformula of \( F_1 \) and \( S \) is a sign, is the following rewrite function:

1. \( \text{simpl}(\neg X, T \ X) \leadsto \bot; \)

2. \( \text{simpl}(\neg X, F \ X) \leadsto \top; \)

3. \( \text{simpl}(X \land Y, T \ X) = \text{simpl}(Y \land X, T \ X) \leadsto Y; \)

4. \( \text{simpl}(X \land Y, F \ X) = \text{simpl}(Y \land X, F \ X) \leadsto \bot; \)

5. \( \text{simpl}(X \lor Y, T \ X) = \text{simpl}(Y \lor X, T \ X) \leadsto \top; \)

6. \( \text{simpl}(X \lor Y, F \ X) = \text{simpl}(Y \lor X, F \ X) \leadsto Y; \)
7. simpl($X \rightarrow Y, T \ X$) $\leadsto Y$;

8. simpl($X \rightarrow Y, F \ Y$) $\leadsto \neg X$;

9. simpl($X \rightarrow Y, F \ X$) $\leadsto \top$;

10. simpl($X \rightarrow Y, T \ Y$) $\leadsto \top$;

11. simpl($X \leftrightarrow Y, T \ X$) $\leadsto Y$;

12. simpl($X \leftrightarrow Y, T \ Y$) $\leadsto X$;

13. simpl($X \leftrightarrow Y, F \ X$) $\leadsto \neg Y$;

14. simpl($X \leftrightarrow Y, F \ Y$) $\leadsto \neg X$;

15. simpl($X \oplus Y, T \ X$) $\leadsto \neg Y$;

16. simpl($X \oplus Y, T \ Y$) $\leadsto \neg X$;

17. simpl($X \oplus Y, F \ X$) $\leadsto Y$;

18. simpl($X \oplus Y, F \ Y$) $\leadsto X$.

For instance, below we have an application of a simplification rule:

\[
\begin{array}{c}
T \quad D \rightarrow ((A \rightarrow B) \land (C \rightarrow E)) \\
T \quad A \\
\hline
T \quad D \rightarrow (B \land (C \rightarrow E))
\end{array}
\]

where

- $\Theta(A) = A \rightarrow B$;

- $\Phi(Z) = D \rightarrow (Z \land (C \rightarrow E))$, therefore, $\Phi(\Theta(A)) = D \rightarrow ((A \rightarrow B) \land (C \rightarrow E))$;

- simpl($A \rightarrow B, T \ A$) $\leadsto B$; and

- ‘$D \rightarrow (B \land (C \rightarrow E))$’ is the result of substituting ‘$A \rightarrow B$’ by ‘$B$’ in ‘$D \rightarrow ((A \rightarrow B) \land (C \rightarrow E))$’.
Given this schema for simplification rules we can define an extension of e-CPL-KE that includes simplification rules for every CPL connective. As an example we show in Figure C.6 the simplification rules for conjunction. We call this system s-CPL-KE.

\[
\begin{array}{c|c}
S_1 \Phi(A \land B) & S_1 \Phi(B \land A) \\
\hline
T \ A & T \ A \\
S_1 \Phi(B) & S_1 \Phi(B) \\
S_1 \Phi(A \land B) & S_1 \Phi(B \land A) \\
F \ A & F \ A \\
S_1 \Phi(\bot) & S_1 \Phi(\bot)
\end{array}
\]

Figure C.6: Simplification CPL KE rules for the conjunction connective.

A logical system must have some properties, such as the replacement property, to accept the definition of such rules. In mbC and mCi, for instance, the replacement property is not valid [18], so it is not possible to have general simplification rules for these logical systems.

**C.2.4 Extended mbC and mCi KE Systems**

As we have done with CPL, in KEMS we work with extended versions of the mbC KE (see Section B.2.3) and mCi KE (see Section B.2.4) systems. For the extended versions of these systems, called respectively e-mbC-KE and e-mCi-KE, we only introduced the ‘⊤’ and ‘⊥’ connectives; we did not include ‘↔’ and ‘⊕’. For this inclusion we followed the same steps presented in Section C.2.2, restricting ourselves to ‘⊤’ and ‘⊥’ axioms, valuation clauses and rules.

**Derived Rules**

To achieve better performance with some problems, we can add derived rules to the two extended systems for mbC and mCi. In Figure C.7 we show some of the rules that can be derived from C^3M mbC rules (see Figure B.3) and that can be added to the extended systems.

Note that the \((T_o')\) rule was in fact presented in [18] as a C^3M C_1 rule. The (F_{\text{formula}})
rule can be used to shorten proofs when we have, for instance, $F\ A$ and $T(\neg A) \rightarrow X$. Without this rule, in such a situation we must apply (PB) on $\{F\ \neg A, T\ \neg A\}$. From $F\ \neg A$ we obtain $T\ A$ and close the left branch. So we proceed in the right branch with $T\ \neg A$, exactly like the $(F_{\text{formula}})$ rule does without branching.

The current KEMS version has mbC and mCi strategies that use only $(T\circ')$ and $(T\neg')$ as additional rules, but strategies can be implemented to use the other two rules, or even other derived rules.

\[ \begin{array}{c|c}
T\circ A & T\neg A \\
\hline
T\ A & T\ A \\
F\rightarrow A & F\circ A \\
\hline
F\ A & \ F\ A \\
T\rightarrow A & T\ A \\
\hline
T\circ A & \ T\circ A \\
TB\rightarrow A & TB\rightarrow A \\
FB & F\ B
\end{array} \]

Figure C.7: Derived mbC KE rules.

C.3 System Description

In this section we present a description of the implemented KEMS system. We start with the system architecture which is presented in Figure C.8. The digram describes that the user presents as input to KEMS a problem instance and a prover configuration. The prover configuration must contain values for four major KEMS parameters:

1. the logical system for the proof search procedure (as we see in Appendix D, some problems can be submitted to provers for different logical systems);
2. the analyzer used to lexically analyse and parse the problem;
3. the strategy chosen to search a proof for the problem;
4. the sorter chosen to be used with the strategy.

Besides that, the prover configuration can be used to give values to other four minor parameters:
Figure C.8: System architecture.
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- the number of times the prover must run the proof search procedure with the given problem\(^4\);

- the time limit for the proof search procedure (if this time limit is exceeded, the prover is interrupted);

- a boolean option to determine if the prover must save s-formula origins or not;

- a boolean option to determine if the prover must discard closed branches or not;

- a boolean option to determine if the prover must save discarded branches in disk (to be restored after the proof procedure finishes) or not.

Given these inputs, the system outputs a proof that contains, among other things:

- the open/closed final status of the tableau;

- the tableau proof tree, that can be partial if the discard closed branches option is set to true;

- the problem size;

- the time spent by the prover while building a proof for the input problem;

- the proof size;

- a counter-model valuation, if the tableau is open.

Let us see an example. The user can present a PHP\(^4\) instance (see Section D.1.1) with a prover configuration establishing ‘mbC’ (see Section B.1.3) as the logical system, ‘LFI analyzer’\(^5\) as the problem analyzer, ‘mbC Simple Strategy’ (see Section C.4.4) as the strategy, and ‘Insertion Order’ (see Section C.4.2) as the sorter. Then KEMS uses the chosen analyzer (which contains a lexer and a parser) to build a problem object. And it builds a prover configuration object from user options. These two objects are used by the prover module to build a proof object. This proof object is given as input to the proof viewer. Finally, the proof viewer shows the proof to the user.

\(^4\) This is useful for prover evaluation, in order to get a better estimate of the time spent to find a proof.

\(^5\) A problem analyzer for mbC and mCi that we implemented.
C.3.1 Class Diagrams

Here we present and discuss some simplified class diagrams for KEMS. The first of these diagrams is depicted in Figure C.9. It describes the classes we implemented to represent formulas and signed formulas. The Formula class uses the Composite design pattern [55]: a formula can be either an AtomicFormula or a composition of AtomicFormula objects. A SignedFormula object contains references of one FormulaSign object and one Formula object.

The FormulaFactory and SignedFormulaFactory classes use the Flyweight design pattern [55]. This pattern prevents the multiplication of objects representing formulas and signed formulas as well as makes it easier to implement rule choice and application. That is, there is only one instance of each formula and each signed formula. This allows us to save space as well as serves to simplify the search for subformulas of a formula, and for signed formulas where a formula appears. Using this pattern, when we want to compare two formulas, we have only to compare pointers instead of character strings or formula structure.

![Class Diagram](image)

Figure C.9: Formula and Signed Formula class diagram.

The diagram in Figure C.10 shows that in the ProverFacade class we have used the
Facade design pattern [55] to provide a higher-level interface to the classes that implement prover functionality. The SignedFormulaCreator class uses instances of subclasses of Lexer and Parser classes to build a Problem object. The Prover class has a method that receives as input a Problem object and outputs a Proof object. And the ProofVerifier class has a method that gets as input a Proof object and outputs an ExtendedProof object, containing a tableau proof tree and additional information about the proof and the proof search procedure.

![Prover class diagram](image)

Figure C.10: Prover class diagram.

The Prover class uses the Strategy design pattern [55] to be able to make proof strategies interchangeable. In Figure C.11 we see that an IStrategy interface was defined. All strategies must implement this interface. Besides that we defined an ISimpleStrategy that defines several methods that are common to all strategies implemented in KEMS current version (but that future strategies need not implement). We implemented the functionality which is common to all implemented KEMS strategies in AbstractSimpleStrategy. This class has three subclasses: SimpleStrategy, MemorySaverStrategy and ConfigurableSimpleStrategy. These three classes define three strategies whose features we discuss in Section C.4.3. And we used SimpleStrategy as a basis for several other strategies that are discussed in Sections C.4.4, C.4.5 and also in Section C.4.3.

A subset of the classes and interfaces written to implement KE rules is shown in
C.3. SYSTEM DESCRIPTION

Figure C.11: Strategy class diagram.

Figure C.12. We have classes for one-premise one-conclusion rules, two-premise one-conclusion rules and one-premise two-conclusion rules. All of these classes are subclasses of an abstract class Rule that implements the IRule interface. A RuleStructure contains one or more lists of rules and there is a map that assigns a name to each RuleList object. In this way, a RuleStructure can have subsets of the chosen KE system rules so that a strategy can choose which subset to apply first. Besides these classes, we have several classes to implement rule premise patterns and rule conclusion actions.

C.3.2 Programming Languages Used

Current KEKS version is written in Java 1.5 [57] with some aspects written in AspectJ 1.5 [65, 64]. Java was chosen because it is a well established object-oriented programming (OOP) language for which there is an extension, called AspectJ, that supports a new software development paradigm: aspect-orientation. At the time of our choice, 2003, AspectJ was the best aspect-oriented language. As we had a plan to make use of aspects in our implementation, we chose to work with Java and AspectJ.
In aspect-oriented systems, classes are blueprints for the objects that represent the main concerns of a system while aspects represent concerns that are orthogonal to the main concerns and that may have impact over several classes in different places in the class hierarchy. The use of aspects, among other advantages, leads to less scattered code. That is, lines of code that implement a given feature of the system can rest in the same file. Next we present in more detail AspectJ and Aspect-oriented programming (AOP), and discuss briefly some aspects we have implemented in KEMS.

**AspectJ**

Although the object oriented paradigm is dominant nowadays, it has some limitations. For instance, in object oriented systems, code with different purposes can become scattered and tangled. Part of these limitations can be overcome with the use of design patterns [55] or traits [103]. Aspect oriented programming [43] is an attempt to solve these and other problems identified in the object oriented paradigm. It is a technique that intends to achieve more modularity in situations where object orientation and the use of design patterns is not enough.

The main motivation for the development of AOP was the alleged inability of OOP and other current programming paradigms to fully support the *separation of concerns*
principle [65]. According to AOP proponents, AOP solves some problems of OOP by allowing an adequate representation of the so-called crosscutting concerns [107]. With AOP, code that implements crosscutting concerns, i.e. that implements specific functions that affect different parts of a system and would be scattered and tangled in an OOP implementation, can be localized, increasing modularity. With this increase in modularity, one can achieve software that is more adaptable, maintainable and evolvable in the face of changing requirements [97]. Other expected benefits of using AOP are a more readable and reusable code and a more natural mapping of system requirements to programming constructs.

To work with AOP one needs an aspect-oriented programming language or an aspect-oriented extension/framework to an existing language. AspectJ is a general purpose, seamless aspect-oriented extension to Java that enables the modular implementation of a wide range of crosscutting concerns. We have chosen to use AspectJ because it seems to be the most promising approach to aspect orientation. It adds support for aspects to the well-established Java language and is regarded as the most mature approach to AOP at the time of writing.

An AspectJ program is a Java program with some extra constructs. These included language constructs allow the implementation of AOP features such as pointcuts, advice, inter-type declarations and aspects. Pointcuts and advice dynamically affect program flow, while inter-type declarations statically affect the class hierarchy of a program. Aspects are the modularization unit in AspectJ, just as a common concern’s implementation in OOP is called a class. They are units of modular crosscutting implementation, composed of pointcuts, advice, and ordinary Java member declarations [65]. Aspects are defined by aspect declarations, which have a form similar to that of class declarations.

**Implemented Aspects**

In KEMS, we have a few aspects implementing secondary functionalities:

- the Complexity aspect introduces an \texttt{int getComplexity()} method in the classes that represent formulas and their lists and factories, and signed formulas and their
lists and factories. This method calculates the size of the objects of these classes;

- the Formula Parent Introduction (FPI) aspect adds data structures (as attributes) and methods to the Formula class. With these structures and methods, a given formula can hold references to its parents (i.e., to all formulas of which this formula is a subformula) and to its signed counterparts (i.e., to all signed formulas that have this formula). This aspect works together with the Formula Parents aspect, which intercepts Formula and Signed Formula object creations and uses FPI aspect methods to add those extra references to all formulas;

- the Memory Usage Tracker aspect inspects memory usage and when necessary forces the Java virtual machine to perform a garbage collection on its heap memory;

- the Proof Tree Size aspect includes attributes and methods in the Proof Tree class to get the size, the number of branches and the number of nodes of a proof tree;

- finally, the Prover Thread aspect interrupts running problems. That is, when a problem is being run, there is always a thread of the prover which was initiated only for this purpose. When the user asks KEMS to interrupt a running problem, or when a prespecified time limit is reached, the Prover Thread aspect captures the running thread and interrupts it.

We had planned to make more use of AOP in KEMS, but we find out it was not as productive as we thought it would be (in line with what was described in [109]). This happened, in part, due to the evolutionary nature of our development and to the lack of adequate tools for refactoring aspects (to aspects and to classes). Therefore we decided to use it only on secondary features. But as it was described in [90], it is still possible to use AOP to design future KEMS strategies.

C.4 Strategies

As we have said in Section C.2, a KEMS strategy is responsible, among other things, for: (i) choosing the next rule to be applied, (ii) choosing the formula on which to apply
the (PB) rule, and (iii) verifying branch closure. In other provers, these features can be scattered in several prover modules if strategies are not designed as first-class citizens. In KEMS, strategies are first-class citizens. This is KEMS most important feature. In KEMS, the core of the implementation is shared by all strategies and each strategy is defined in one main class and possibly some auxiliary classes and aspects. In this way we can prove the same problem with several different strategies and compare the proofs obtained.

The idea of having several strategies implemented in the same prover and being able of varying the strategy used is not new: in [72], in the context of first-order theorem proving, this idea is clearly present. KEMS is a multi-strategy tableau prover for KE systems. As KE is a tableau method that is available for several logics, KEMS can be used to provide effective provers for many different logical systems, as well as to enable the comparison between strategies for these systems.

Let us see how some other object-oriented tableau-based provers represent strategies. The prover developed by Wagner Dias, which we call WDTP [38], was written in C++ and implements Analytic [106] and KE propositional tableaux methods. jTAP [3] is a propositional tableau prover, written in Java, based on the method of signed Analytic Tableaux. Both systems have some strategies implemented and can be extended with new ones, but strategies are not well modularized since one has to create subclasses of one or more classes of the system, as well as modify existing ones, to implement a new strategy. LOTREC [46] is a generic tableau prover for modal and description logics (MDLs). It aims at covering all logics having possible worlds semantics, in particular MDLs. It is implemented in Java. Logic connectives, tableau rules and strategies are defined in a high-level language specifically designed for this purpose. In LOTREC, strategies are described using a very simple language, not in a programming language. They are limited to establishing the order and the number of times the rules will be applied.
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C.4.1 Strategy Implementation

As we have said above, in KEMS a strategy is implemented by writing a main class and possibly some auxiliary classes and aspects. We will describe later each strategy implemented in KEMS. Let us discuss now some features that are common to all strategies.

We are going to see now the basic procedure for applying rules in a node. The procedure which is the basis for all strategies is the KE canonical procedure described in [29]. This generic procedure establishes the following order for KE rule applications:

1. all one-premise rules;
2. all two-premise rules;
3. (PB) rule.

This sequence is rather obvious since (PB) rule applications are computationally more expensive.

Another important feature of KEMS strategies is that they choose which rules are going to be applied by analyzing signed formula structure. For instance, suppose a CPL KE strategy is analyzing a node that has the following list of signed formulas: \([T \rightarrow A, T \rightarrow B, T \rightarrow C \lor A, F \rightarrow C, T \rightarrow D \rightarrow E]\). By iterating over this list we first analyse ‘\(T \rightarrow A\)’ and see that it can be used as the main premise in application of the (\(T \rightarrow 1\)) and (\(T \rightarrow 2\)) rules\(^6\). These rules tell us that the minor premise could be either ‘\(T \rightarrow A\)’ or ‘\(F \rightarrow B\)’, but as none of these signed formulas in our list, we cannot apply any of these rule.

Next the strategy analyses the ‘\(T \rightarrow C \lor A\)’ s-formula and discovers that it can be the major premise of (\(T \lor 1\)) and (\(T \lor 2\)) rule applications. These rules tells us that the minor premise could be either ‘\(F \rightarrow C\)’ or ‘\(F \rightarrow A\)’. As ‘\(F \rightarrow C\)’ is in our list, we apply the (\(T \lor 1\)) rule and include ‘\(T \rightarrow A\)’ in our list. Now we can apply (\(T \rightarrow 1\)) rule and obtain ‘\(T \rightarrow B\)’.

Some s-formulas can be the main premise of two-premise rule applications, some cannot. In CPL KE all s-formulas whose connective is binary can be the main premise of a two-premise rule application, but that can vary from logic to logic. When we start the proof search procedure for a problem, we create a list of not analyzed main candidates

\(^6\)Because the analyzed s-formula’s sign is \(T\) and its main connective is ‘\(\rightarrow\)’.
(namc) that contains all problem s-formulas that can be main premise. Every time we use one of these s-formulas as main premise in some rule application, we remove it from the list. If, after we have applied all possible linear rules, the tableau is still open, and the namc list is not empty, we can choose one of the s-formulas on the list to serve as a basis for a (PB) application. In KEMS, after choosing a s-formula $S F$ from the list, where $F$ is something like ‘$A \otimes B$’ and ‘$\otimes$’ is a binary connective, all strategies apply the (PB) rule by branching on ‘$S_1 A$’ and ‘$S_2 A$’. And $S_1$ is the sign that allows the application of a two-premise rule on the left successor node.

Continuing our example, after iterating over the list we have only one formula in our namc list: ‘$T D \rightarrow E$’. By following the procedure described in the previous paragraph, we apply (PB) with \( \{T D, F D\} \) and the result is the following:

\[
\begin{align*}
T D & \rightarrow E \\
T D & F D \\
T & E 
\end{align*}
\]

Therefore, from the node we were analyzing we created two new successor node. Now let us describe how strategies deal with nodes. Every strategy has to keep a stack of open nodes. When a strategy starts the proof search procedure for a problem, the root branch, containing the s-formulas of the problem, is put on the top of this stack. Only one node is being expanded at a given time. We call this node the current node.

The procedure for dealing with nodes is as follows:

1. Remove the node which is on the top of the open node stack and make it the current node. If the stack is empty, finish the procedure;

2. Apply all possible linear rules to the current node. If the node closes, go to the first step. If it remains open, apply the (PB) rule, put the two newly created nodes on the stack (first the right node and after that the left, so that the left goes to the top) and go back to the first step. If no (PB) rule can be applied, finish the procedure.

\footnote{That is, they always choose the left subformula to be the motivation for (PB) application, that is, the auxiliary formula of a two-premise rule application.}
When the procedure finishes, the strategy checks if the root node is closed. If it is, that is because all of its child nodes are also closed. Therefore the tableau is closed. If the root node is not closed, this happened because at least one of its child nodes remained open and completed, thus the tableau is open.

C.4.2 Sorters

The order in which s-formulas are analyzed is an aspect that can have a strong influence on a strategy performance. As we have already said, at every moment in the proof search procedure, the prover has a list of not-analyzed s-formulas in the current node from which it is going to choose the next formula to be analyzed. As the s-formulas in the beginning of the list are analyzed first, if we sort the s-formulas we can change the strategy behavior.

In KEMS, the s-formulas are sorted before rules are applied by one signed formula sorter. Let us describe each of the thirteen sorters we have implemented\(^8\). The first two sorters are related to the order in which signed formulas are inserted in KE tableau nodes' signed formula list:

1. insertion order - most recently inserted s-formulas go to the end of the list;
2. reverse order - most recently inserted s-formulas go to the beginning of the list.

The five connective sorters behave similarly: the s-formulas where a given connective appears as the main connective are put in the beginning of list:

1. and connective;
2. or connective;
3. implication connective;
4. bi-implication connective;
5. exclusive or connective.

\(^8\)In future versions we may have more sorters and even combine two or more in a prover configuration.
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The two sign sorters behave in a similar way: the s-formulas with a given sign are put in the beginning of list:

1. true sign;
2. false sign.

In the two complexity sorters, the s-formulas are sorted according to their size:

1. increasing complexity - the smaller s-formulas appear first;
2. decreasing complexity - the more complex s-formulas appear first.

In the two string sorters, the s-formulas are sorted according to the string that represents them:

1. string order - sorts s-formulas in alphabetical order;
2. reverse string order - sorts s-formulas in reverse alphabetical order.

The two sorters above were implemented only to be compared with others.

The results presented in Section D.2 will illustrate the impact of sorters on KEMS prover configurations performance.

C.4.3 CPL Strategies

Here we will discuss the six strategies implemented for CPL.

Simple Strategy

The first implemented strategy is called Simple Strategy because it uses simplification rules (it implements the s-CPL-KE system). This is the order of rule applications in Simple Strategy:

1. all one-premise rules;
2. all simplification rules in which ‘T ⊤’ or ‘F ⊥’ is the minor premise;
3. all other simplification rules\(^9\);

4. (PB) rule.

Tableau proof trees are represented by the ProofTree class. A ProofTree contains a list of nodes and three references to other ProofTree objects: a reference to its left child, a reference to its right child, and a reference to its parent. Each of these references may be null. Only the root proof tree does not have a parent. Every ProofTree either has two children or none.

ClassicalProofTree is a subclass of ProofTree in which each node contain a list that we call s-formula container. A s-formula container includes a s-formula, a state and an origin. The state of a signed formula container (sf-container) can be either not analyzed, analyzed, and fulfilled. The first state is for those containers that contain signed formulas that can be used as the major premise in some rule application, but were not yet used. The second is for the containers that contain signed formulas that were used as major premise. And the last state is for the containers that contain signed formulas that cannot be used as major premise. A container origin may contain references to the rule that originated that container as well as the premises used in that rule application. Besides that, a ClassicalProofTree contains a namc list and has additional methods for dealing with node closure.

To apply simplification rules, we designed a subclass of the ClassicalProofTree class called FormulaReferenceClassicalProofTree. This class contains data structures that keep track of all references between signed formula containers. For instance, if we have a sf-container that contains the ‘T A → B’ s-formula, we can find all s-formulas that have ‘A → B’ as subformula so that we can apply a simplification rule. And all this data is kept in memory, what makes this strategy consume a lot of memory.

Let us see an example of this strategy in action. In this example we will work with labelled signed formulas ‘l : S F’ where l is a label that contains the ‘S F’ signed formula’s origin. Signed formulas which come from the problem are labelled \( p_i \), where \( i \) is an index. \( \text{app}_p(R, S_1 F_1, t) \) is the label associated with the application of a basic (non simplification)

---

\(^9\)Notice that no non-simplification two-premise rule is used in this strategy.
rule R (that has \( p \) premises and \( c \) conclusions), where \('S_1 \ F_1'\) is the main premise and the third parameter \((t)\) can either not appear, or be \('S_2 \ F_2'\), the auxiliary premise (for two-premise rules), or even be an \( i \) which is the number of the conclusion associated with the label (for two-conclusion rules).

To indicate when a node is closed, we have the \( \text{close}(sfl_1, sfl_2) \) label, where \( sfl_1 \) and \( sfl_2 \) are the labels of the \( s \)-formulas that justify the closure. Finally,

\[
\text{simplSubst}(sfl_m, sfl_a, \Theta(X))
\]

is the label of the \( s \)-formula which is the result of applying a simplification rule, where \( sfl_m \) is the main premise label, \( sfl_a \) is the auxiliary premise label, and \( \Theta(X) \) is the subformula of the main premise to which the simplification rule is applied (see Section C.2.3 for simplification rule definition).

In the examples below, the ‘\( \times \)’ symbol denotes that a node is closed. The ‘\( \blacksquare \)’ symbol is used to state that a node is open and completed, that is, no further rule can be applied and from that node we can find a valuation that falsifies the sequent. The ‘\( \square \)’ symbol is used to state that a node is open but not completed. When another (a previous) node is found to be open and completed, that is, when we find a valuation that falsifies, we no longer need to analyze other nodes that are in the open node stack. Therefore the other nodes remain open but usually are not completed.

The first example only illustrates the use of labels in a proof of \( A, A \rightarrow B \vdash B \): 

\[
\begin{align*}
p_1 & : \quad T \ A \\
p_2 & : \quad T \ A \rightarrow B \\
p_3 & : \quad F \ B
\end{align*}
\]

\[
g_1 := \text{app}^2_1(T \rightarrow_1, p_2, p_1) : \quad T \ B \\
\text{close}(g_1, p_3) : \quad \times
\]

The second example shows three applications of simplification rules. We used the \( g_i := l \) notation, stating that \( g_i \) abbreviates label \( l \), to simplify the labels in the following open tableau for \( A, D \rightarrow ((A \rightarrow B) \land (C \rightarrow A)) \vdash B \):
C.4. STRATEGIES

\[ p_1 : \top \]
\[ p_2 : \bot \]
\[ p_3 : \top A \]
\[ p_4 : \top D \rightarrow ((A \rightarrow B) \land (C \rightarrow A)) \]
\[ p_5 : \bot B \]

\[ g_1 := \text{simplSubst}(p_5, p_3, A \rightarrow B) : \top D \rightarrow (B \land (C \rightarrow A)) \]
\[ g_2 := \text{simplSubst}(g_1, p_5, B \land (C \rightarrow A)) : \top D \rightarrow \bot \]
\[ g_3 := \text{simplSubst}(g_2, p_2, D \rightarrow \bot) : \top \neg D \]
\[ \text{app}_1^1(T \neg, g_3) : \bot D \]

Our last example uses the \( PB(sfl_1, s) \) label to indicate that the signed formula to which this label is associated is the result of applying the (PB) rule to the signed formula whose label is \( sfl_1 \). The \( b \) parameter indicates if this is the label associated with the left successor node (when \( s = l \)) or right successor node (\( s = r \)). The example below is an open and completed tableau for \( E \lor C \vdash A \rightarrow \neg(C \lor D) \):

\[ p_1 : \top E \lor C \]
\[ p_2 : \bot A \rightarrow \neg(C \lor D) \]
\[ \text{app}_2^1(F \rightarrow, p_2, 1) : \top A \]
\[ g_1 := \text{app}_2^1(F \rightarrow, p_2, 2) : \bot \neg(C \lor D) \]
\[ g_2 := \text{app}_1^1(F \lor, g_1) : \top C \lor D \]

\[ g_3 := \text{PB}(g_2, l) : \bot C \]
\[ \text{app}_1^2(T \lor, g_2, g_3) : \top D \]

\[ \text{app}_1^2(T \lor, p_1, g_3) : \top E \]

Memory Saver Strategy

The Memory Saver Strategy implements almost the same algorithm implemented by Simple Strategy but keeps the minimum amount of data structures in memory. For
instance, instead of using the FormulaReferenceClassicalProofTree class for keeping references to formulas in memory, this strategy uses an OptimizedClassicalProofTree class (that does not keep those references). And it uses a ReferenceFinder class that has methods for searching the same references stored in a FormulaReferenceClassicalProofTree whenever they are needed.

**Backjumping Simple Strategy**

Backjumping is a technique used in backtracking algorithms that allows for efficient pruning of search spaces. It has been proposed in the early 1990s, and has been extensively applied in constraint propagation [36], but it has hardly ever been applied to theorem provers [40], specially tableau based ones [63]. Backjumping can be very useful in tableau based theorem provers because it can be used to prevent repeatedly re-solving the same subproblem.

The Backjumping Simple Strategy implements the backjumping technique and is an extension of Simple Strategy. The only difference occurs when nodes are closed. Recall that a KE-tableau tree is a tree whose nodes contain a list of signed formulas. A left (right) node is a node which is the left (right) child of another node. The first signed formula of a left node is called a decision. A node that contains a decision is called a decision node. In the Backjumping Simple Strategy, whenever a node closes, the decision nodes used (as premises) to close that node must be marked as used. And whenever a right node closes, if any of its grandparents is a not used decision, its sibling can be closed by backjumping.

In Section D.1.1 we show a family of problems used to test the Backjumping Simple Strategy. The tableau proofs (for instances of this family) generated by strategies that do not use backjumping may include redundant sub-trees. This is clear in Figure C.13 where we show an example of a $\text{B_{PHP}^2}_n$ proof (see Section D.1.1). The sub-tree containing the KE PHP$_n$ proof ($T_1$) appears four times.

In Figure C.14 we show a proof of the same problem using backjumping. The $T_1$ sub-tree now appears only once because the nodes containing $F A_{1,1}$ and $F A_{2,1}$ are declared
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\[
\begin{align*}
T & \neg(A_{1,1} \land A_{1,2}) \\
T & A_{2,1} \to A_{2,2} \\
\text{PHP}_n & \\
F & A_{1,1} \land A_{1,2}
\end{align*}
\]

\[
\begin{array}{cccc}
T A_{1,1} & F A_{1,1} \\
F A_{1,2} & T A_{1,2} & T A_{2,1} & F A_{2,1} \\
T A_{2,1} & T A_{2,2} & T_1 & T_1 \\
T_1 & T_1 & T_1
\end{array}
\]

Figure C.13: A proof of B\_PHP\textsuperscript{2}\textsubscript{n}.

closed by the backjumping strategy when it is found that the T A\textsubscript{1,1} and T A\textsubscript{2,1} decisions were not used to close T\textsubscript{1}. That is, the T\textsubscript{1} sub-proof now needs to be generated only once, in the leftmost leaf node. When the strategy verifies that the two open nodes came from unused decisions, it closes these nodes.

\[
\begin{align*}
T & \neg(A_{1,1} \land A_{1,2}) \\
T & A_{2,1} \to A_{2,2} \\
\text{PHP}_n & \\
F & A_{1,1} \land A_{1,2}
\end{align*}
\]

\[
\begin{array}{cccc}
T A_{1,1} & F A_{1,1} \\
F A_{1,2} & T A_{1,2} & T A_{2,1} & F A_{2,1} \\
T A_{2,1} & T A_{2,2} & T_1 & T_1 \\
T_1 & T_1 & T_1 & \times
\end{array}
\]

Figure C.14: A proof of B\_PHP\textsuperscript{2}\textsubscript{n} using backjumping.

Learning Strategy

In the Learning Strategy we implemented the learning technique \cite{40} used in SAT solvers. The idea is the following: whenever a left node closes we look for the reasons for this closure. The reasons are two s-formulas: T X and F X. Then we look for the
binary s-formulas that were used as main premise to obtain the closing reasons. Then we apply general resolution [1] to these two formulas and include this learned formula in the parent node.

For instance, suppose we close a node of an instance of PHP with \( F_{p_3,1} \) and \( T_{p_3,1} \) (see Figure C.15). The s-formulas that gave origin to these formulas are \( F_{p_2,1} \land p_{3,1} \) and \( T_{p_{3,0}} \lor p_{3,1} \). Suppose we apply \((F \land 2)\) rule to \( F_{p_2,1} \land p_{3,1} \) and \( T_{p_{3,1}} \); the result would be \( F_{p_2,1} \). And suppose we apply \((T \lor 2)\) to \( T_{p_{3,0}} \lor p_{3,1} \) and \( F_{p_{3,1}} \); the result would be \( T_{p_{3,0}} \). We take these two results \((S_1 \, F_1 \text{ and } S_2 \, F_2)\) and create a learned formula (lf) is the following way:

- \( \text{lf}_i = F_i \) if \( S_i = T \), otherwise \( \text{lf}_i = \neg (F_i) \);
- \( \text{lf} = T \, (\text{lf}_1 \lor \text{lf}_2) \).

This ‘\( T \, \neg(p_{2,1}) \lor p_{3,0}\)’ learned formula is then included the node which is the parent of the current node (see Figure C.16) so that it can be used in the proof search on the open nodes.

![Figure C.15: A proof of PHP₃.](image)

**Comb Learning Strategy**

This strategy produces a proof whose left branches have a height equal or less than 1, that is, a comb-like proof (see Figure C.17). The idea is the following: whenever we close
Figure C.16: An example of learning in a proof of PHP₃.

a left node, the strategy gathers the used decisions and separates them in two groups: those with a \( T \) sign (\( \{ T \ A₁, \ldots, T \ Aₙ \} \)) and those with a \( F \) sign (\( \{ F \ B₁, \ldots, F \ Bₘ \} \)). Then it discards the whole left node from the root node (\( \tau \)) and creates two new child nodes for \( \tau \):

\[
\begin{align*}
\tau \\
\text{F} \ p₃,1 \\
\vdots \\
\text{T} \ \neg(p₂,1) \lor p₃,0 \\
\vdots \\
\text{F} \ p₃,1 \\
\vdots \\
\times
\end{align*}
\]

The left node does not have to be expanded, because it will surely close since the \( F \ (A₁ \land \ldots \land Aₙ) \rightarrow (B₁ \lor \ldots \lor Bₘ) \) \( \land \text{T} \ (A₁ \land \ldots \land Aₙ) \rightarrow (B₁ \lor \ldots \lor Bₘ) \) learned formula will be decomposed into the decisions that led the original left branch to close. So the proof can continue with the right node. It is important to notice that this is a naïve kind of learning that usually produces proofs which are bigger than other strategies’ proofs.

Figure C.17: Sketch of a Comb Learning Strategy proof.
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Configurable Strategy

All previous CPL strategies implement the s-CPL-KE system. This strategy implements the e-CPL-KE system. This is the order of rule applications:

1. all one-premise rules;
2. all two-premise rules;
3. (PB) rule.

The other features are equal to Simple Strategy features.

This strategy is useful because, by using sorters, it allows a higher control over which formulas are analyzed first. Besides that, it is interesting to compare this strategy with the strategies that implement the s-CPL-KE system, because the comparison may show when simplification rules are most useful.

C.4.4 mbC Strategies

For mbC, we have implemented the following two strategies.

mbC Simple Strategy

This is an extension of CPL Simple Strategy for mbC. It implements the e-mbC-KE system – therefore it does not use any simplification rule. This is the order of rule applications:

1. all mbC one-premise rules;
2. all mbC two-premise rules;
3. (PB) rule.

An important difference here is that in mbC’s (T¬’) rule the two premises have the same size (in CPL two-premise rules the major premise is always bigger than the minor premise). We have proved (see Section B.2.3) that we only need to branch on a ‘c.A’ formula if it already appears as subformula of some formula in this branch. So we had
to add this check before applying the (PB) rule. The other features are equal to Simple Strategy features.

**mbC Extended Strategy**

This is an extension of the previous strategy. It implements the e-\textbf{mbC-KE} system with the \((T\circ")\) and \((T\neg")\) additional rules (see Section C.2.4). These rules are applied after all other \textbf{mbC} two-premise rules and before (PB) rule. The other features are equal to \textbf{mbC} Simple Strategy features.

**C.4.5 mCi Strategies**

For m\textbf{Ci}, we have implemented the following two strategies.

**mCi Simple Strategy**

This strategy is very similar to \textbf{mbC} Simple Strategy. It implements the e-\textbf{mCi-KE} system. This is the order of rule applications:

1. all m\textbf{Ci} one-premise rules;
2. all m\textbf{Ci} two-premise rules;
3. (PB) rule.

But here we do not have to restrict the application of the (PB) rule because of the \((T\neg')\) rule. All other features of this strategy are equal to \textbf{mbC} Simple Strategy features.

**mCi Extended Strategy**

This is an extension of the previous strategy. It implements the e-\textbf{mCi-KE} system with two additional rules: \((T\circ")\) and \((T\neg")\) (see Section C.2.4). These rules are applied after all other m\textbf{Ci} two-premise rules and before (PB) rule. The other features are equal to m\textbf{Ci} Simple Strategy features.
<table>
<thead>
<tr>
<th>Strategy</th>
<th>Main feature</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPL Simple Strategy</td>
<td>Keeps formula reference data structures in memory</td>
</tr>
<tr>
<td>CPL Memory Saver Strategy</td>
<td>Does not keep formula reference data structures in memory</td>
</tr>
<tr>
<td>CPL Backjumping Simple Strategy</td>
<td>Implements the backjumping technique</td>
</tr>
<tr>
<td>CPL Learning Strategy</td>
<td>Implements a learning technique</td>
</tr>
<tr>
<td>CPL Comb Learning Strategy</td>
<td>Implements the comb learning technique</td>
</tr>
<tr>
<td>CPL Configurable Strategy</td>
<td>Allows a higher control over which formulas are analyzed first</td>
</tr>
<tr>
<td>mbC Simple Strategy</td>
<td>An extension of CPL Simple Strategy for mbC</td>
</tr>
<tr>
<td>mbC Extended Strategy</td>
<td>An extension of mbC Simple Strategy that applies derived rules before applying (PB)</td>
</tr>
<tr>
<td>mCi Simple Strategy</td>
<td>An extension of CPL Simple Strategy for mCi</td>
</tr>
<tr>
<td>mCi Extended Strategy</td>
<td>An extension of mCi Simple Strategy that applies derived rules before applying (PB)</td>
</tr>
</tbody>
</table>

Table C.1: Overview of KEMS Strategies.

C.5 Conclusion

KEMS current version implements strategies for three logics: CPL, mbC and mCi. An overview of the implemented strategies is presented in Table C.1. We have shown that to solve a problem with a strategy we must choose a sorter. The implemented sorters are described in Table C.2. In Appendix D we present the results obtained by KEMS with several families of problems using these strategies and sorters.
<table>
<thead>
<tr>
<th>Sorter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Insertion Order</td>
<td>least recently inserted s-formulas are analyzed first</td>
</tr>
<tr>
<td>Reverse Order</td>
<td>most recently inserted s-formulas are analyzed first</td>
</tr>
<tr>
<td>And</td>
<td>s-formulas with ‘∧’ as main connective are analyzed first</td>
</tr>
<tr>
<td>Or</td>
<td>s-formulas with ‘∨’ as main connective are analyzed first</td>
</tr>
<tr>
<td>Implication</td>
<td>s-formulas with ‘→’ as main connective are analyzed first</td>
</tr>
<tr>
<td>Bi-implication</td>
<td>s-formulas with ‘↔’ as main connective are analyzed first</td>
</tr>
<tr>
<td>Exclusive Or</td>
<td>s-formulas with ‘⊕’ as main connective are analyzed first</td>
</tr>
<tr>
<td>True</td>
<td>s-formulas with T as sign are analyzed first</td>
</tr>
<tr>
<td>False</td>
<td>s-formulas with F as sign are analyzed first</td>
</tr>
<tr>
<td>Increasing</td>
<td>smaller s-formulas are analyzed first</td>
</tr>
<tr>
<td>Decreasing</td>
<td>bigger s-formulas are analyzed first</td>
</tr>
<tr>
<td>String Order</td>
<td>s-formulas whose representation as a string of characters come first in alphabetical order are analyzed first</td>
</tr>
<tr>
<td>Reverse String Order</td>
<td>s-formulas whose representation as a string of characters come last in alphabetical order are analyzed first</td>
</tr>
</tbody>
</table>

Table C.2: Overview of KEMS sorters.
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